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Abstract—This paper introduces a hidden topic-based framework for processing short and sparse documents (e.g., search result snippets, product descriptions, book/movie summaries, and advertising messages) on the Web. The framework focuses on solving two main challenges posed by these kinds of documents: 1) data sparseness and 2) synonyms/homonyms. The former leads to the lack of shared words and contexts among documents while the latter are big linguistic obstacles in natural language processing (NLP) and information retrieval (IR). The underlying idea of the framework is that common hidden topics discovered from large external data sets (universal data sets), when included, can make short documents less sparse and more topic-oriented. Furthermore, hidden topics from universal data sets help handle unseen data better. The proposed framework can also be applied for different natural languages and data domains. We carefully evaluated the framework by carrying out two experiments for two important online applications (Web search result classification and matching/ranking for contextual advertising) with large-scale universal data sets and we achieved significant results.
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1 INTRODUCTION

With the explosion of e-commerce, online publishing, communication, and entertainment, Web data have become available in many different forms, genres, and formats which are much more diverse than ever before. Various kinds of data are generated everyday: queries and questions input by Web search users; Web snippets returned by search engines; Web logs generated by Web servers; chat messages by instant messengers; news feed produced by RSS technology; blog posts and comments by users on a wide spectrum of online forums, e-communities, and social networks; product descriptions and customer reviews on a huge number of e-commercial sites; and online advertising messages from a large number of advertisers.

However, this data diversity has posed new challenges to Web Mining and IR research. Two main challenges we are going to address in this study are 1) short and sparse data problem and 2) synonyms and homonyms. Unlike normal documents, short and sparse documents are usually noisier, less topic-focused, and much shorter, that is, they consist of from a dozen words to a few sentences. Because of the short length, they do not provide enough word cooccurrence patterns or shared contexts for a good similarity measure. Therefore, normal machine learning methods usually fail to achieve the desired accuracy due to the data sparseness. Another problem, which is also likely to happen when we, for instance, train a classification model on sparse data, is that the model has limitations in predicting previously unseen documents due to the fact that the training and the future data share few common features. The latter, e.g., synonyms and homonyms, are natural linguistic phenomena which NLP and IR researchers commonly find difficult to cope with. It is even more difficult with short and sparse data as well as processing models built on top of them. Synonym, that is, two or more different words have similar meanings, causes difficulty in connecting two semantically related documents. For example, the similarity between two (short) documents containing football and soccer can be zero despite the fact that they can be very relevant. Homonym, on the other hand, means a word can have two or more different meanings. For example, security might appear in three different contexts: national security (politics), network security (information technology), and security market (finance). Therefore, it is likely that one can unintentionally put an advertising message about finance on a Web page about politics or technology. These problems, both synonyms and homonyms, can be two of the main sources of error in classification, clustering, and matching, particularly for online contextual advertising ([10], [13], [26], [32], [39], Google AdSense) where we need to put the “right” ad messages on the “right” Web pages in order to attract user attention.
For better retrieving, classifying, clustering, and matching on these kinds of short documents, one can think of a more elegant document representation method beyond vector space model [34]. Query expansion in IR [29] helps overcome the synonym problem in order to improve retrieval precision and recall. It aims at retrieving more relevant and better documents by expanding (i.e., representing) user queries with additional terms using a concept-based thesaurus, word cooccurrence statistics, query logs, and relevance feedback. Latent semantic analysis (LSA) [15], [27] provides a mathematical tool to map vector space model into a more compact space in order to solve synonyms and perform dimensionality reduction. Some studies use clustering as a means to group related words before classification and matching [1], [5], [17]. For matching between short texts, many studies acquire additional information from the Web and search engines [8], [30], [33], [40], [18]. Other studies use taxonomy, ontology, and knowledge base to represent the semantic correlation between words for better classification or clustering.

In this paper, we come up with a general framework for building applications on short Web documents that helps overcome the above challenges by utilizing hidden topics discovered from large-scale external document collections (i.e., universal data sets). The main idea behind the framework is that for each application (e.g., classification, clustering, or contextual advertising), we collect a very large universal data set, and then build a model on both a small set of annotated data (if available) and a rich set of hidden topics discovered from the universal data set. These hidden topics, once incorporated into short and sparse documents, will make them less sparse, more topic-focused, and thus giving a better similarity measure between the documents for more accurate classification, clustering, and matching/ranking. Topics inferred from a global data collection like universal data set help highlight and guide semantic topics hidden in the documents in order to handle synonyms/homonyms, providing a means to build smart Web applications like semantic search, question-answering, and contextual advertising. In general, our main contributions behind this framework are threefold:

- We demonstrate that hidden topic-based approach can be a right solution to sparse data and synonym/homonym problems.
- We show that the framework is a suitable method to build online applications with limited resources. In this framework, universal data sets can be gathered easily because huge document collections are widely available on the Web. By incorporating hidden topics from universal data sets, we can significantly reduce the need of annotated data that are usually expensive and time-consuming to prepare. In this sense, our framework is an alternative to semisupervised learning [9] because it also effectively takes advantage of external data to improve the performance.
- We empirically show that our framework is highly practical toward building Web applications. We evaluated our framework by carrying out two important experiments/applications: 1) Web search domain classification and 2) Matching/ranking for online advertising. The first was built upon a universal data set of more than 30 million words from Wikipedia (English) and the second was with more than 5.5 million words from an online news collection—VnExpress (Vietnamese). The experiments not only show how the framework works with data sparseness, synonym/homonym problems but also demonstrate its flexibility in processing various sorts of Web data, different natural languages, and data domains.

The rest of the paper is organized as follows: Section 2 reviews some related work. Section 3 proposes the general framework of classification and contextual matching with hidden topics. Section 4 introduces some of the hidden topic analysis models with an emphasis on latent Dirichlet allocation (LDA). Section 5 describes the topic analysis of large-scale text/Web data collections that serve as universal data sets in the framework. Section 6 gives more technical details about how to build a text classifier with hidden topics. Section 7 describes how to build a matching and ranking model with hidden topics for online contextual advertising. Section 8 carefully presents two evaluation tasks, the experimental results, and result analysis. Finally, important conclusions are given in Section 9.

2 RELATED WORK

There have been a considerable number of related studies that focused on short and sparse data and attempted to find out a suitable method of representation for the data in order to get a better classification, clustering, and matching performance. In this section, we give a short introduction of several studies that we found most relevant to our work.

The first group of studies focused on the similarity between very short texts. Bollegala et al. [8] used search engines to get the semantic relatedness between words. Sahami and Heilman [33] also measured the relatedness between text snippets by using search engines and a similarity kernel function. Metzeler et al. [30] evaluated a wide range of similarity measures for short queries from Web search logs. Yih and Meek [40] considered this problem by improving Web-relevance similarity and the method in [33]. Gabrilovich and Markovitch [18] computed semantic relatedness using Wikipedia concepts.

Prior to recent topic analysis models, word clustering algorithms were introduced to improve text categorization in different ways. Baker and McCallum [1] attempted to reduce dimensionality by class distribution-based clustering. Bekkerman et al. [5] combined distributional clustering of words and SVMs. Dhillon and Modha [17] introduced spherical k-means for clustering sparse text data.

"Text categorization by boosting automatically extracted concepts" by Cai and Hofmann [11] is probably the study most related to our framework. Their method attempts to analyze topics from data using probabilistic LSA (pLSA) and uses both the original data and resulting topics to train two different weak classifiers for boosting. The difference is that they extracted topics only from the training and test data while we discover hidden topics from external large-scale data collections. In addition, we aim at processing short and sparse text and Web segments rather than normal text documents. Another related work used topic-based features to improve the word sense disambiguation by Cai et al. [12].
The success of sponsored search for online advertising has motivated IR researchers to study content match in contextual advertising. Thus, one of the earliest studies in this area was originated from the idea of extracting keywords from Web pages. Those representative keywords will then be matched with advertisements [39]. While extracting keywords from Web pages in order to compute the similarity with ads is still controversial, Andrei Broder et al. [10] proposed a framework for matching ads based on both semantic and syntactic features. For semantic features, they classified both Web pages and ads into the same large taxonomy with 6,000 nodes. Each node contains a set of queries. For syntactic features, they used the TF-IDF score and section score (title, body, or bid phrase section) for each term of Web pages or ads. Our framework also tries to discover the semantic relations of Web pages and ads, but instead of using a classifier with a large taxonomy, we use hidden topics discovered automatically from an external data set. It does not require any language-specific resources, but simply takes advantage of a large collection of data, which can be easily gathered on the Internet.

One challenge of contextual matching task is the difference between the vocabularies of Web pages and ads. Ribeiro-Neto et al. [32] focused on solving this problem by using additional pages. It is similar to ours in the idea of expanding Web pages with external terms to decrease the distinction between their vocabularies. However, they determined added terms from other similar pages by means of a Bayesian model. Those extended terms can appear in ad’s keywords and potentially improve the overall performance of the framework. Their experiments have proved that when decreasing the vocabulary distinction between Web pages and ads, we can find better ads for a target page.

Following the former study [32], Lacerda et al. [26] tried to improve the ranking function based on Genetic Programming. Given the importance of different features, such as term and document frequencies, document length and collection’s size, they used machine learning to produce a matching function to optimize the relevance between the target page and ads. It was represented as a tree composed of operators and logarithm as nodes and features as leaves. They used a set of data for training and a set for evaluating from the same data set used in [32] and recorded a better gain over the best method described in [32] of 61.7 percent.

3 The General Framework

In this section, we give a general description of the proposed framework: classifying, clustering, and matching with hidden topics discovered from external large-scale data collections. It is general enough to be applied to different tasks, and among them we take two problems: document classification and online contextual advertising as the demonstration.

Document classification, also known as text categorization, has been studied intensively during the past decade. Many learning methods, such as k nearest neighbors (k-NN), Naive Bayes, maximum entropy, and support vector machines (SVMs), have been applied to a lot of classification problems with different benchmark collections (Reuters-21578, 20Newsgroups, WebKB, etc.) and achieved satisfactory results [2], [36]. However, our framework mainly focuses on text representation and how to enrich short and sparse texts to enhance classification accuracy.

Online contextual advertising, also known as contextual match or targeted advertising, has emerged recently and become an essential part of online advertising. Since its birth more than a decade ago, online advertising has grown quickly and become more diverse in both its appearance and the way it attracts Web users’ attention. According to the Interactive Advertising Bureau (IAB) [21], Internet advertising revenues reached $5.8 billion for the first quarter of 2008, 18.2 percent increase over the same period in 2007. Its growth is expected to continue as consumers spend more and more time online. One important observation is that the relevance between target Web pages and advertising messages is a significant factor to attract online users and customers [13], [37]. In contextual advertising, ad messages are delivered based on the content of the Web pages that users are surfing. It can, therefore, provide Internet users with information they are interested in and allow advertisers to reach their target customers in a nonintrusive way. In order to suggest the “right” ad messages, we need efficient and elegant contextual ad matching and ranking techniques.

Different from sponsored search, in which advertising are chosen depending on only the keywords provided by users, contextual ad placement depends on the whole content of a Web page. Keywords given by users are often condensed and reveal directly the content of the users’ concerns, which make it easier to understand. Analyzing Web pages to capture the relevance is a more complicated task. First, as words can have multiple meanings and some words in the target page are not important, they can lead to mismatch in lexicon-based matching method. Moreover, a target page and an ad can still be a good match even when they share no common words or terms. Our framework, that can produce high quality match that takes advantage of hidden topics analyzed from large-scale external data sets, should be a suitable solution to the problem.

3.1 Classification with Hidden Topics

Given a small training data set \( D = \{(d_1, c_1), (d_2, c_2), \ldots, (d_n, c_n)\} \) consisting of \( n \) short and sparse documents \( d_i \) and their class labels \( c_i \) \((i = 1\ldots n)\); and \( W = \{w_1, w_2, \ldots, w_m\} \) be a large-scale data collection containing \( m \) unlabeled documents \( w_i(i = 1\ldots m) \). Note that the documents in \( W \) are usually longer and not required to have the same format with the documents in \( D \). Our approach provides a framework to gain additional knowledge from \( W \) in terms of hidden topics to modify and enrich the training set \( D \) in order to build a better classification model. Here, we call \( W \) “universal data set” since it is large and diverse enough to cover a lot of information (e.g., words/topics) regarding the classification task. The whole framework of “learning to classify with hidden topics” is depicted in Fig. 1. The framework consists of five subtasks:

a. collecting universal data set \( W \),

b. carrying out topic analysis for \( W \),

c. preparing labeled training data,

d. performing topic inference for training and test data, and

e. building the classifier.

Among the five steps, choosing a right universal data set (a) is probably the most important. First, the universal data set, as its name implies, must be large and rich enough to
cover a lot of words, concepts, and topics which are relevant to the classification problem. Second, this data set should be consistent with the training and future unseen data that the classifier will work with. This means that the nature of universal data (e.g., patterns, statistics, and cooccurrence of them) should be observed by humans to determine whether or not the potential topics analyzed from these data can help to make the classifier more discriminative. This will be discussed more in Section 5 where we analyze two large-scale text and Web collections for solving two classification problems. Step (b), doing topic analysis for the universal data set, is performed by using one of the well-known hidden topic analysis models, such as pLSA or LDA. We chose LDA because this model has a more complete document generation assumption. LDA will be briefly introduced in Section 4. The analysis process of Wikipedia is described, in detail, in Section 5.

In general, building a large amount of labeled training data for text classification is a labor-intensive and time-consuming task. Our framework can avoid this by requiring a moderate size or even small size of labeled data (c). One thing that needs more attention is that words/terms in this data set should be relevant to as many hidden topics as possible. This is to ensure that most hidden topics are incorporated into the classifier. Therefore, in spite of small size, the labeled training data should be balanced among topics. The experiments in Section 8 will show how well the framework can work with small size of training data.

Topic inference for training and future unseen data (d) is another important issue. This depends on not only LDA but also which machine learning technique we choose to train the classifier. This will be discussed in more detail in Section 6.2. Building a classifier (e) is the final procedure. After doing topic inference for training data, this step is similar to any other training process to build a text classifier. In this work, we used maximum entropy (MaxEnt) for building classifiers. Section 6 will give a more detailed discussion about this.

### 3.2 Contextual Advertising: Matching/Ranking with Hidden Topics

In this section, we present our general framework for contextual page-ad matching and ranking with hidden topics discovered from external large-scale data collections.

Given a set of \( n \) target Web pages \( P = \{p_1, p_2, \ldots, p_n\} \), and a set of \( m \) ad messages (ads) \( A = \{a_1, a_2, \ldots, a_m\} \). For each Web page \( p_i \), we need to find a corresponding ranking list of ads: \( A_i = \{a_{i1}, a_{i2}, \ldots, a_{im}\}, i \in 1..n \) such that more relevant ads will be placed higher in the list. These ads are ranked based on their relevance to the target page and the keyword bid information. However, in the scope of our work, we only take linguistic relevance into consideration and assume that all ads have the same priority, i.e., the same bid amount.

As depicted in Fig. 2, the first important thing to consider in this framework is collecting an external large-scale document collection (a) which is called universal data set. To take the best advantage of it, we need to find an appropriate universal data set for the Web pages and ad messages. First, it must be large enough to cover words, topics, and concepts in the domains of Web pages and ads. Second, its vocabularies must be consistent with those of Web pages and ads, so that it will make sure topics analyzed from these data can overcome the vocabulary impedance of Web pages and ads. The universal data set should also be preprocessed to remove noise and stop words before analysis to get better results. The result of step (b), hidden topic analysis, is an estimated topic model that includes hidden topics discovered from the universal data set and the distributions of topics over terms. Steps (a) and (b) will be presented more details in Sections 5 and 5.2. After step (b), we can again do topic inference for both Web pages and ads based on this model to discover their meanings and topic focus (c). This information will be integrated into the corresponding Web pages or ads for matching and ranking (d). Both steps (c) and (d) will be discussed more in Section 7.

### 4 Hidden Topic Analysis Models

Latent Dirichlet Allocation, first introduced by Blei et al. [6], is a probabilistic generative model that can be used to estimate the multinomial observations by unsupervised learning. With respect to topic modeling, LDA is a method to perform so-called latent semantic analysis. The intuition behind LSA is to find the latent structure of “topics” or “concepts” in a text corpus. The term LSA has been coined by Deerwester et al. [15] who empirically showed that the cooccurrence (both direct and indirect) of terms in text documents can be used to recover this latent topic structure.
Multinomial distribution (Dirichlet parameters as follows:

\[ p(\beta) = \frac{1}{Z(\alpha)} \prod_{k=1}^{K} \beta_k^{\alpha_k} \]

where \( Z(\alpha) \) is the normalization constant.

4.1 Latent Dirichlet Allocation

LDA is a generative graphical model as shown in Fig. 3. It can be used to model and discover underlying topic structures of any kind of discrete data in which text is a typical example. LDA was developed based on an assumption of document generation process depicted in both Fig. 3 and Table 1. This process can be interpreted as follows:

In LDA, a document \( \mathbf{w}_m = \{w_{m,n}\}_{n=1}^{N_m} \) is generated by first picking a distribution over topics \( \vartheta_m \) from a Dirichlet distribution \( \text{Dir}(\alpha) \), which determines topic assignment for words in that document. Then, the topic assignment for each word placeholder \([m,n]\) is performed by sampling a particular topic \( z_{m,n} \) from multinomial distribution \( \text{Mult}(\vartheta_m) \). Finally, a particular word \( w_{m,n} \) is generated for the word placeholder \([m,n]\) by sampling from multinomial distribution \( \text{Mult}(\varphi_{z_{m,n}}) \).

From the generative graphical model depicted in Fig. 3, we can write the joint distribution of all known and hidden variables given the Dirichlet parameters as follows:

\[
p(w_{m}, \vartheta, \Phi | \alpha, \beta) = \frac{1}{Z(\alpha)} \prod_{n=1}^{N_m} p(w_{m,n} | \varphi_{z_{m,n}}) p(z_{m,n} | \vartheta_m) p(\vartheta_m | \alpha). \]

And the likelihood of a document \( \mathbf{w}_m \) is obtained by integrating over \( \vartheta_m, \Phi \) and summing over \( \varphi_{z_{m,n}} \) as follows:

\[
p(w_{m} | \alpha, \beta) = \int \int p(\vartheta_m | \alpha) p(\Phi | \beta) \prod_{n=1}^{N_m} p(w_{m,n} | \varphi_{z_{m,n}}) \varphi_{z_{m,n}} d\Phi d\vartheta_m.
\]

4.2 LDA Estimation with Gibbs Sampling

Estimating parameters for LDA by directly and exactly maximizing the likelihood of the whole data collection in (1) is intractable. The solution to this is to use approximate estimation methods, like Variational Methods [6] and Gibbs Sampling [20]. Gibbs Sampling is a special case of Markov-chain Monte Carlo (MCMC) [19] and often yields relatively simple algorithms for approximate inference in high-dimensional models like LDA [23].

The first use of Gibbs Sampling for estimating LDA is reported in [20] and a more comprehensive description of this method is from the technical report [23]. One can refer to these papers for a better understanding of this sampling technique. Here, we only show the most important formula that is used for topic sampling for words. Let \( \mathbf{w} \) and \( \varphi \) be the vectors of all words and their topic assignment of the whole data collection \( \mathcal{W} \). The topic assignment for a particular word depends on the current topic assignment of all the other word positions. More specifically, the topic assignment of a particular word \( t \) is sampled from the following multinomial distribution:

\[
p(z_t = k | \mathbf{z}_{-t}, \mathbf{w}) = \frac{n_{k|z_{-t},w}^{(t)} + \beta_k}{\sum_{k=1}^{K} n_{k|z_{-t},w}^{(t)} + \beta_k} \]

where \( n_{k|z_{-t},w}^{(t)} \) is the number of times the word \( t \) is assigned to topic \( k \) except the current assignment; \( \sum_{i=1}^{t-1} n_{i|z_{-t},w}^{(t)} - 1 \) is the total number of words assigned to topic \( k \) except the current assignment; \( n_{k,m}^{(t)} \) is the number of words in document \( m \).
assigned to topic \( k \) except the current assignment; and \( \sum_{j=1}^{K} n_j^{(m)} = 1 \) is the total number of words in document \( m \) except the current word \( t \). In normal cases, Dirichlet parameters \( \alpha \) and \( \beta \) are symmetric, that is, all \( \alpha_k \) \((k = 1...K)\) are the same, and similar for \( \beta_j \) \((v = 1...V)\).

After finishing Gibbs Sampling, two matrices \( \Phi \) and \( \Theta \) are computed as follows:

\[
\varphi_{k,t} = \frac{n_{k,t}^{(m)} + \beta_t}{\sum_{j=1}^{V} n_{j,t}^{(m)} + \beta_t}, \tag{3}
\]

\[
\theta_{m,k} = \frac{n_{m,k}^{(m)} + \alpha_k}{\sum_{j=1}^{K} n_{m,j}^{(m)} + \alpha_j}. \tag{4}
\]

5 LARGE-SCALE TEXT AND WEB COLLECTIONS AS UNIVERSAL DATA SETS

5.1 Hidden Topic Analysis of Wikipedia Data

Today, Wikipedia has been known as the richest online encyclopedia written collaboratively by a large number of contributors around the world. A huge number of documents available in various languages and placed in a nice structure (with consistent formats and category labels) do inspire the WWW, IR, and NLP research communities to think of using it as a huge corpus [16]. Some previous researches have utilized it for short text clustering [3], measuring relatedness [18], and topic identification [35].

5.1.1 Data Preparation

Since Wikipedia covers a lot of concepts and domains, it is reasonable to use it as a universal data set in our framework for classifying and clustering short and sparse text/Web. To collect the data, we prepared various seed crawling keywords coming from different domains as shown in the following table. For each seed keyword, we ran JWikiDocs\(^1\) to download the corresponding Wikipedia page and crawl relevant pages by following outgoing hyperlinks. Each crawling transaction is limited by the total number of download pages or the maximum depth of hyperlinks (usually four).

After crawling, we got a total of 3.5 GB with more than 470,000 Wikipedia documents. Because the outputs of different crawling transactions share a lot of common pages, we removed these duplicates and obtained more than 70,000 documents. After removing HTML tags, noisy text and links, rare (threshold = 30) and stop words, we obtained the final data set as in Table 2.

5.1.2 Analysis and Outputs

We estimated many LDA models for the Wikipedia data using GibbsLDA++\(^2\) and our C/C++ implementation of LDA using Gibbs Sampling. The number of topics ranges from 10, 20... to 100, 150, and 200. The hyperparameters alpha and beta were set to 0.5 and 0.1, respectively. Some sample topics from the model of 200 topics are shown in Fig. 4. We observed that the analysis outputs (topic-document and topic-word distributions) satisfy our expectation. These LDA models will be used for topic inference to build Web search domain classifiers in Section 8.

<table>
<thead>
<tr>
<th>TABLE 2</th>
<th>Wikipedia as the Universal Data Set</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Topic-oriented keywords for crawling Wikipedia</strong></td>
<td></td>
</tr>
<tr>
<td>Arts architecture, fine art, dancing, fashion, film, music ...</td>
<td></td>
</tr>
<tr>
<td>Business advertising, e-commerce, finance, investment ...</td>
<td></td>
</tr>
<tr>
<td>Computers hardware, software, database, multimedia ...</td>
<td></td>
</tr>
<tr>
<td>Education course, graduate, professor, university ...</td>
<td></td>
</tr>
<tr>
<td>Engineering automobile, telecommunication, civil eng. ...</td>
<td></td>
</tr>
<tr>
<td>Entertainment book, music, movie, painting, photos ...</td>
<td></td>
</tr>
<tr>
<td>Health diet, therapy, healthcare, treatment, nutrition ...</td>
<td></td>
</tr>
<tr>
<td>Mass-media news, newspaper, journal, television ...</td>
<td></td>
</tr>
<tr>
<td>Politics government, legislation, party, regime, military ...</td>
<td></td>
</tr>
<tr>
<td>Science biology, physics, chemistry, ecology, laboratory ...</td>
<td></td>
</tr>
<tr>
<td>Sports baseball, cricket, football, tennis, olympic games ...</td>
<td></td>
</tr>
<tr>
<td>Misc. association, development, environment ...</td>
<td></td>
</tr>
<tr>
<td><strong>Statistics of the crawled Wikipedia data</strong></td>
<td></td>
</tr>
<tr>
<td>Raw data: 3.5GB;</td>
<td></td>
</tr>
<tr>
<td>Preprocessing: removing duplicate docs, HTML tags, navigation links, stop and rare words</td>
<td></td>
</tr>
<tr>
<td>Final data: 240MB;</td>
<td></td>
</tr>
<tr>
<td>[document] = 71,986; [paragraphs] =</td>
<td></td>
</tr>
<tr>
<td>[vocabulary] = 60,649;</td>
<td></td>
</tr>
<tr>
<td>[total words] = 30,492,305</td>
<td></td>
</tr>
</tbody>
</table>

5.2 Hidden Topic Analysis of Online News Collection

This section brings an in-detail description of hidden topic analysis of a large-scale Vietnamese news collection that serves as a “universal data set” in the general framework for contextual advertising mentioned earlier in Section 3.2. With the purpose of using a large-scale data set for Vietnamese contextual advertising, we choose VnExpress\(^3\) as the universal data set for topic analysis. VnExpress is one of the highest ranking e-newspaper corporations in Vietnam, thus containing a large number of articles in many topics in daily life. For this reason, it is a suitable data collection for advertising areas.

This news collection includes different topics, such as Society, International news, Lifestyle, Culture, Sports, Science, etc. We crawled 220 Mbyte of approximately 40,000 pages using Nutch.\(^4\) We then performed some preprocessing steps (HTML removal, sentence/word segmentation, stop words, and noise removal, etc.) and finally got more than 50 Mbyte plain text. See Table 3 for the details of this data collection.

We performed topic analysis for this news collection using GibbsLDA++ with different number of topics (60, 120, and 200). Fig. 5 shows several sample hidden topics discovered from VnExpress. Each column (i.e., each topic) includes Vietnamese words in that topic and their corresponding translations in English in the parentheses. These analysis outputs will be used to enrich both target Web pages and advertising messages (ads) for matching and ranking in contextual advertising. This will be discussed more detailed in Section 7.

6 BUILDING CLASSIFIERS WITH HIDDEN TOPICS

Building a classifier after topic analysis for the universal data set includes three main steps. First, we choose one from different learning methods, such as Naive Bayes, maximum entropy (MaxEnt), SVMs, etc. Second, we integrate hidden

---

topics into the training, test, or future data according to the data representation of the chosen learning technique. Finally, we train the classifier on the integrated training data.

6.1 Choosing Machine Learning Method

Many traditional classification methods, such as k-NN, Decision Tree, Naive Bayes, and more recent advanced models, like MaxEnt, SVMs, can be used in our framework. Among them, we chose MaxEnt [4] because of two main reasons. First, MaxEnt is robust and has been applied successfully to a wide range of NLP tasks, such as part-of-speech (POS) tagging, named entity recognition (NER), parsing, etc. It even performs better than SVMs [22] and others in some particular cases, such as classifying sparse data. Second, it is very fast in both training and inference. SVM is also a good choice because it is powerful. However, the learning and inference speed of SVMs is still a challenge to apply to almost real-time applications.

6.2 Topic Inference and Integration into Data

Given a set of new documents \( W = \{ w_m \}_{m=1}^M \), keep in mind that \( W \) is different from the universal data set \( W \). For example, \( W \) is a collection of Wikipedia documents while \( W \) is a set of Web search snippets that we need to classify. \( W \) can be the training, test, or future data. Topic inference for documents in \( W \) also needs to perform Gibbs Sampling.

### TABLE 3

<table>
<thead>
<tr>
<th>VnExpress News Collection Serving as “Universal Data Set” for Contextual Advertising</th>
</tr>
</thead>
<tbody>
<tr>
<td>After removing html, doing sentence and word segmentation:</td>
</tr>
<tr>
<td>( \text{size} \approx 219M,</td>
</tr>
<tr>
<td>After filtering and removing non-topic oriented words:</td>
</tr>
<tr>
<td>( \text{size} \approx 53M,</td>
</tr>
<tr>
<td>(</td>
</tr>
</tbody>
</table>

However, the number of sampling iterations for inference is much smaller than that for the parameter estimation. We observed that about 20 or 30 iterations are enough.

Let \( \bar{w} \) and \( \bar{z} \) be the vectors of all words and their topic assignment in the whole universal data set \( W \), and \( \bar{w} \) and \( \bar{z} \) denote the vectors of all words and their topic assignment in the whole new data set \( W \). The topic assignment for a particular word \( t \) in \( \bar{w} \) depends on the current topic assignment for all the other words in \( \bar{w} \) and the topic assignment of all words in \( \bar{z} \) as follows:

\[
p(\bar{z} = k|\bar{w}, \bar{z}^{-i}, \bar{w}^{-i}) = \frac{n_k^{(t)} + \alpha_k}{\sum_{v=1}^{V} n_v^{(t)} + \beta_k} \frac{n_{m^{-i}}^{(v)} + \beta_v}{\sum_{u=1}^{U} n_u^{(v)} + \alpha_v - 1} - 1 \cdot \frac{n_{m^{-i}}^{(k)} + \alpha_k}{\sum_{v=1}^{V} n_v^{(k)} + \beta_k} - 1 \cdot \frac{n_{m^{-i}}^{(v)} + \beta_v}{\sum_{u=1}^{U} n_u^{(v)} + \alpha_v - 1} - 1 ,
\]

where \( n_k^{(t)} \) is the number of times the current word \( t \) is assigned to topic \( k \) within \( W \) except the current assignment; \( \sum_{v=1}^{V} n_v^{(t)} - 1 \) is the number of words in \( W \) that are assigned to topic \( k \) except the current assignment; \( n_{m^{-i}}^{(k)} \) is the number of words in document \( m \) assigned to topic \( k \) except the current assignment; and \( \sum_{i=1}^{K} n_{m^{-i}}^{(k)} - 1 \) is the total number of words in document \( m \) except the current word \( t \).

After performing topic sampling, the topic distribution of a new document \( \bar{w}_m \) is \( \theta_m = \{ \theta_{m,1}, \ldots, \theta_{m,K} \} \) where each distribution component is computed as follows:

\[
\theta_{m,k} = \frac{n_{m}^{(k)} + \alpha_k}{\sum_{i=1}^{K} n_{m}^{(i)} + \alpha_j} .
\]

After doing topic inference, we will integrate the topic distribution \( \theta_m = \{ \theta_{m,1}, \ldots, \theta_{m,K} \} \) and the original document \( \bar{w}_m = \{ w_{m,1}, w_{m,2}, \ldots, w_{m,N} \} \) in order that
the resulting vector is suitable for the chosen learning technique. This combination is nontrivial because the first vector is a probabilistic distribution while the second is a bag-of-word vector and their importance weights are different. This integration directly influences the learning and classification performance.

Here, we describe how we integrate $\theta_m$ into $w_m$ to be suitable for building the classifier using MaxEnt. Because MaxEnt requires discrete feature attributes, it is necessary to discretize the probability values in $\theta_m$ to obtain topic names. The name of a topic appears once or several times depending on the probability of that topic. For example, a topic with probability in interval $[0.05, 0.10)$ will appear four times (denote $[0.05, 0.10)$). Here is an example of integrating the topic distribution into its bag-of-word vector to obtain the snippet1 as shown in Fig. 6.

- $\theta_m = \{\text{online}, \text{poker}, \text{tilt poker}, \text{money} \ldots \text{card}\}$
- $\theta_m = \{\ldots, \theta_{m,100} = 0.0208, \ldots, \theta_{m,103} = 0.1125, \ldots, \theta_{m,137} = 0.0375, \ldots, \theta_{m,138} = 0.0125, \ldots\}$
- Applying discretization intervals
- $\theta_m \cup \theta_m = \text{snippet1}$ as shown in Fig. 6.

Fig. 6a shows an example of nine Web search snippets after doing topic inference and integration. Those snippets will be used with a MaxEnt classifier. For other learning techniques like SVMs, we need another integration because SVMs work with numerical vectors.

Inferred hidden topics really make the data more related. This is demonstrated by Figs. 6b and 6c. Fig. 6b shows the sparseness among nine Web snippets in which only a small fraction of words are shared by two or three different snippets. Even some common words, such as “search,” “online,” and “compare,” are not useful (noisy) because they are not related to business domain of the nine snippets. Fig. 6c visualizes the topics shared among snippets after doing inference and integration. Most shared topics, such as “T22,” “T33,” “T64,” “T73,” “T103,” “T107,” “T152,” and specially “T137” make the snippets more related in a semantic way. Refer to Fig. 4 to see what these topics are about.

6.3 Training the Classifier

We train the MaxEnt classifier on the integrated data by using limited memory optimization (L-BFGS) [28]. As shown in recent studies, training using L-BFGS gives high performance in terms of speed and classification accuracy. All MaxEnt classifiers in our experiments were trained using the same parameter setting. Those context predicates (words and topics) whose occurrence frequency in the whole training data is smaller than 3 will be eliminated, and those features (a pair of a context predicate and a class label) whose frequency is smaller than 2 will also be cut off. The Gaussian prior over feature weights $\sigma^2$ was set to 100.

7 BUILDING ADVERTISING MATCHING AND RANKING MODELS WITH HIDDEN TOPICS

7.1 Topic Inference for Ads and Target Pages

Topics that have high probability $\theta_{m,k}$ will be added to the corresponding Web page/ad $m$. Each topic integrated into a Web page/ad will be treated as an external term and its frequency is determined by its probability value. Technically, the number of times a topic $k$ is added to a Web page/ad $m$ is decided by two parameters cut-off and scale:

$$\text{Frequency}_{m,k} = \begin{cases} \text{round} (\text{scale} \times \theta_{m,k}), & \text{if } \theta_{m,k} \geq \text{cut-off}, \\ 0, & \text{if } \theta_{m,k} < \text{cut-off}, \end{cases}$$

where cut-off is the topic probability threshold, scale is a parameter that determines the topic frequency added.

An example of topic integration into ads is illustrated in Fig. 7. The ad is about an entertainment Web site with a lot of music albums. After doing topic inference for this ad, hidden topics with high probabilities are added to its content in order to make it enriched and more topic-focused.

7.2 Matching and Ranking

After being enriched with hidden topics, Web pages and ads will be matched based on their cosine similarity. For each page, ads will be sorted in the order of its similarity to the page. The ultimate ranking function will also take into account the keyword bid information. But this is beyond the scope of this paper.
We verified the contribution of topics in many cases that normal keyword-based matching strategy cannot find appropriate ad messages for the target pages. Since normal matching is based on only the lexical feature of Web pages and ads, it is sometimes deviated by unimportant words which are not practical in matching. An example of such case is illustrated in Fig. 8. The word “trieu” (million) is repeated many times in the target page, hence, given a high weight in lexical matching. The system then misleads in proposing relevant ad messages for this target page. It puts ad messages having the same high-weighted word “trieu” in the top ranked list (Fig. 8c). However, those ads are totally irrelevant to the target page as the word “trieu” can have other meanings in Vietnamese. The words “chung cu” (apartment) and “gia” (price) are important although they do not have as high weights as the unimportant word “trieu” (Fig. 8f). However, by analyzing topics for them, we can find out their latent semantic relations and thus realize their relevance since they share the same topic 155 (Fig. 8g) and important words “chung cu” (apartment) and “gia” (price). Topics analyzed for the target page and each ad message are integrated to their contents as illustrated in Figs. 8b and 8c.
So far, we have introduced two general frameworks whose aim is to 1) improve the classification accuracy for short text/Web documents and 2) improve the matching and ranking performance for online contextual advertising. The two frameworks are very similar in that they both rely on hidden topics discovered from huge external text/Web document collections (i.e., universal data sets). In this section, we describe thoroughly two experimental tasks: “Domain Disambiguation for Web Search” and “Contextual Advertising for Vietnamese Web.” The first task demonstrates the classification framework and the second demonstrates the contextual matching and ranking framework. To carry out these experiments, we took advantage of the two large text/Web collections Wikipedia and VnExpress News Collection together with their hidden topics that have been presented in Sections 5.1 and 5.2. We will see how the hidden topics can make the data more topic-focused and semantically related in order to solve the earlier mentioned challenges (e.g., sparse data problem and homonym phenomena); and eventually improve the classification and matching/ranking performance.

8 EVALUATION

So far, we have introduced two general frameworks whose aim is to 1) improve the classification accuracy for short text/Web documents and 2) improve the matching and ranking performance for online contextual advertising. The two frameworks are very similar in that they both rely on hidden topics discovered from huge external text/Web document collections (i.e., universal data sets). In this section, we describe thoroughly two experimental tasks: “Domain Disambiguation for Web Search” and “Contextual Advertising for Vietnamese Web.” The first task demonstrates the classification framework and the second demonstrates the contextual matching and ranking framework. To carry out these experiments, we took advantage of the two large text/Web collections Wikipedia and VnExpress News Collection together with their hidden topics that have been presented in Sections 5.1 and 5.2. We will see how the hidden topics can make the data more topic-focused and semantically related in order to solve the earlier mentioned challenges (e.g., sparse data problem and homonym phenomena); and eventually improve the classification and matching/ranking performance.

8.1 Domain Disambiguation for Web Search with Hidden Topics Discovered from the Wikipedia Collection

Clustering Web search results have been an active research topic during the past decade. Many clustering techniques were proposed to place search snippets into topic- or
aspect-oriented clusters [41], [42]. This trend has achieved great successes in which Vivisimo is one of the most successful search clustering engines on the Web.

Web search domain disambiguation is different from clustering in that it attempts to put search snippets into one of predefined domains as in Table 4. In this task, hidden topics were discovered from Wikipedia data, as described in Section 5.1. Both labeled training and testing data were retrieved from Google search using JWebPro.5 Topic inference for data is as described in Section 6.2 and demonstrated in Fig. 6. All the classifiers were built using JMaxEnt.6

8.1.1 Experimental Data

To prepare the labeled training and test data, we performed Web search transactions using various phrases belonging to different domains. For each search transaction, we selected the top 20 or 30 snippets from the results to ensure that most of them belong to the same domain. For example, for domain Business, we searched 60 phrases and selected the top 20 snippets for each, and got a total of 1,200 snippets. Note that our search phrases for training and test data are totally exclusive to make sure that test data are really difficult to classify. The data statistics are shown in Table 4. The training and test data are available online.7

8.1.2 Results and Analysis

In order to examine the classification accuracy within the training data, we randomly divided the training set into five equal partitions and performed a five-fold cross validation. For each fold, we ran experiments to measure the classification error of the baseline model (i.e., without hidden topics) and the model that was built according to the framework with 50 Wikipedia topics. The comparison of error is shown in Fig. 9. The last two columns show the average error reduction over the five folds. As in the figure, we can reduce the error from 20.16 to 16.27 percent (removing 19 percent of error), i.e., increasing the classification accuracy from 79.84 to 83.73 percent. This means that even within the training data with a certain level of words shared among the snippets, our method is still able to improve the accuracy significantly.

We did a more important experiment by training many classifiers on different sizes of the training data ranging from 1,000 to 10,000 labeled snippets, and measured the accuracy on the test set. Keep in mind that the search phrases for test data and training data are totally exclusive so that their snippets share very few common words. This makes the test data really difficult to predict correctly if using traditional classifiers. The results of this experiment are shown in Fig. 10. This figure highlights two points. First, the proposed method can achieve an impressive improvement of accuracy when classifying new data, that is, increasing from an accuracy of 65.75 percent of the baseline to 82.18 percent (i.e., eliminating more than 52 percent of error). This means that the method efficiently works with sparse and previously unseen data. Second, we can achieve a high accuracy with even a small amount of labeled training data. When the size of training changes from 1,000 to 10,000 snippets, the accuracy with hidden topics changes slightly from 80.25 to 82.18 percent (while the baseline accuracy increases nearly 10 percent, from 57.11 to 65.75 percent).

The next experiment is to see how the classification accuracy (and error) changes if we change the number of hidden topics of Wikipedia. We estimated many LDA models for the Wikipedia data with different numbers of topics (from 10 to 100, 150, and 200). After doing topic inference, 12 MaxEnt classifiers were built on the training data according to different numbers of topics. All of them, and a baseline classifier, were evaluated on the test data, and the classification error was measured. The change of classification error is depicted in Fig. 11. We can see that the error reduces gradually with 10, 20 topics, reduces most around 50 topics, and then increases gradually. The error changes slightly from 20 to 100 topics. This means that the accuracy is quite stable with respect to #topics.

The last experiment with Web search snippets is to examine how Gibbs Sampling influences the classification accuracy. We estimated different LDA models on the
Wikipedia data with different numbers of topics \((K = 10, 30, \ldots, 100, 150, 200)\). To estimate parameters of each model, we ran 1,000 Gibbs Sampling iterations, and saved the estimated model at every 200 iterations. At these saving points, we performed topic inference for training and test data, building MaxEnt classifiers on the training data, and then measured the accuracy on the test set. The results are shown in Fig. 12. As depicted in the figure, for those numbers of topics that give high performance (e.g., 30, 50, 70, and 90 topics), the accuracy changes slightly with respect to the different numbers of Gibbs Sampling iterations. Although it is hard to control the convergence of Gibbs Sampling, we observed that it is quite fast and yields stable results after the “burn-in” period (about 200 iterations).

8.2 Contextual Advertising for Vietnamese Web: Matching and Ranking with Hidden Topics from the VnExpress News Collection

In contextual advertising, matching and ranking ad messages based on their relevance to the targeted Web page are important factors. As stated earlier, they help increase the likelihood of visits to the Web site pointed by the ad. In Sections 3.2 and 7, we have introduced our framework to perform this task. In this framework, we use hidden topics discovered from a huge external document collection (i.e., the universal data set) in order to solve the sparse data problem (i.e., few common keywords between target pages and ads) and the synonym and homonym phenomena. The universal data set is the VnExpress news collection that has been described earlier in Section 5.2. All the test target Web pages and the test ads were collected from Vietnamese Web sites. We will present experimental data, experimental settings, evaluation methodology and metrics, as well as the experimental results and analysis in more detail in the following sections.

8.2.1 Experimental Data

We quantified the effect of matching and ranking without and with hidden topics using a set of 100 target Web pages and 2,706 unique ads (Fig. 13).

For target Web pages, we chose 100 pages randomly from a set of 27,763 pages crawled from VnExpress, one of the highest ranking e-newspapers in Vietnam. Those pages were chosen from different topics: Food, Shopping, Cosmetics, Mom and children, Real Estate, Stock, Jobs, Law, etc. These topics are primarily classified on the e-newspaper. Note that the information of these classified topics is not used in our experiments, just for reference here only.

For ad messages, as contextual advertising has not yet been applied in Vietnam to our knowledge, it is difficult to find a real Vietnamese advertisement collection. Up to now, advertisement types in Vietnam are mainly banners, thus such kind of real ad messages are not available. We have also contacted some online advertising companies, such as VietAd, a company in which keyword-based advertising system has once been tested in Vietnamet. However, their database was just for testing and the number of such advertisements was only a few (less than 10 ads). In order to conduct the experiments, we chose another resource: Zing.VN, a rich online directory of Vietnamese Web sites. It suits the form of contextual ad messages perfectly. Each ad message is composed of four parts: title, Web site’s URL, its description, and some important keywords. After crawling all 3,982 ad messages from Zing.VN directory using Nutch, we preprocessed the data by doing sentence segmentation, word tokenization, removal of filters and non-topic-oriented words. Nevertheless, keywords in this database are almost none-tone, so we cannot use them directly to enhance the matching performance. However, keywords play an important role in contextual advertising. The contribution of them in matching and ranking has been proved through experiments and affirmed in many previous studies [10], [32], [14]. Therefore, we recovered tone for all keywords of the ads in order to improve the performance. After
preprocessing, we selected 2,706 unique ads for evaluation. The test data collection that includes 100 target Web pages and 2,706 ads are available online\textsuperscript{12} for download.

\subsection{Experimental Settings}

In order to evaluate the importance of keywords in contextual match and the contribution of hidden topics in this framework, we performed some different matching strategies as follows: First, to assess the impact of keywords in contextual match, we implemented two retrieval baselines following the approach of Ribeiro-Neto et al. \cite{32}. The first strategy is called AD, that means matching a Web page and an ad message using ad’s title and description only. The second is AD_KW, that is, matching a Web page and an ad message using ad’s additional keywords, which have already been tone-recovered. The similarity between a target Web page and ads is computed using ad’s additional keywords, which have already been tone-recovered. The similarity between a target Web page and ads is computed using ad’s additional keywords, which have already been tone-recovered. The similarity between a target Web page and ads is computed using ad’s additional keywords, which have already been tone-recovered. The similarity between a target Web page and ads is computed using ad’s additional keywords, which have already been tone-recovered. The similarity between a target Web page and ads is computed using ad’s additional keywords, which have already been tone-recovered. The similarity between a target Web page and ads is computed using ad’s additional keywords, which have already been tone-recovered.

Second, to compare the contribution of hidden topics with additional terms in the Impedance Coupling method \cite{32}, we implemented the AAK_EXP method as follows:

\[
\text{sim}_{\text{AAK_EXP}}(p, a) = \text{similarity}(p \oplus r, a \cup \text{KWs}),
\]

where AAK_EXP follows the implementation in \cite{32}, \( r \) is the set of additional terms provided by Impedence Coupling technique. These terms are extracted from a large enough data set of additional Web pages. First, the relation between this data set, its terms and each target Web page is represented in a Bayesian network model. Let \( N \) be the set of the \( k \) most similar documents \( d_j \) to each target page. The probability that term \( T_i \) in set \( N \) is a good term for representing a topic of the Web page \( P \) is then determined as follows:

\[
P(T_i | P) = \rho((1-\alpha)w_0 + \alpha \sum_{j=1}^{k} w_{ij} \text{sim}(r, d_j)),
\]

where \( \rho \) is a normalizing constant, \( w_0 \) and \( w_{ij} \) are the weights associated with term \( T_i \) in page \( P \) and in document \( d_j \). The number of additional terms in \( r \) for enriching target page \( P \) is decided by the given threshold \( \beta \).

To perform this method, we used the same 40,268 Web pages in universal data set as additional data set. In the experiment, we chose \( \beta = 0.05 \) as mentioned in \cite{32} and \( \alpha = 0.7 \), which adjust the amount of additional terms in each target page. The set \( r \) will then be integrated with content of each target page to match with advertisements.

In order to evaluate the contribution of hidden topics, we carried out six different experiments, which are called hidden topic (HT) strategies. After doing topic inference for all Web pages and ads, we expanded their vocabularies with their most likely hidden topics. As described earlier, in Section 7, each Web page or ad have a distribution over hidden topics. We then chose topics having high probability values to enrich that page or ad. The similarity measure between a target Web page \( p \) and an ad \( a \), denoted by \( \text{sim}_{\text{HT}[m,n]}(p,a) \), is computed as follows:

\[
\text{sim}_{\text{HT}[m,n]}(p,a) = \text{similarity}(p \oplus \text{HT}_{Sp}, a \cup \text{KWs} \cup \text{HT}_{Sn}),
\]

in which \( m \) and \( n \) are the total number of topics in the topic model and the scale value, as described in Table 5, respectively. \( \text{HT}_{Sp} \) and \( \text{HT}_{Sn} \), as explained in Table 5, are the two sets of most likely hidden topics inferred from the topic model for \( p \) and \( a \), respectively. In the experiments, we used the value cutoff of 0.05 and tried two different scale values: 10 and 20. We, therefore, performed six experiments: HT60_10, HT60_20, HT120_10, HT120_20, HT200_10, HT200_20.

\begin{table}[h]
\centering
\caption{Experimental Settings for Page-Ad Matching and Ranking}
\begin{tabular}{|c|c|c|}
\hline
\textbf{Settings} & \textbf{Target Web page \( p \)} & \textbf{Ad message \( a \)} \\
\hline
AD & \( p \) & \( a \) \\
AD_KW & \( p \) & \( a \cup \text{KWs} \) \\
AAK_EXP & \( p \oplus r \) & \( a \cup \text{KWs} \) \\
HT\text{[}\( \alpha \)\text{]} & \( p \oplus \text{HT}_{Sp} \) & \( a \cup \text{KWs} \cup \text{HT}_{Sn} \) \\
\hline
\end{tabular}
\end{table}

\subsection{Evaluation Methodology and Metrics}

To evaluate the extent to which hidden topics contribute to the improvement of matching and ranking performance, we prepared the test advertising data for 100 target Web pages with the same methodology used in Ribeiro-Neto et al. \cite{32}. The test data preparation, as depicted in Fig. 14, is as follows: First, we started by matching each Web page to all the ad messages and ranking them to their similarities. Nine methods proposed nine different rank lists of ad messages to a target page. Since the number of ad messages is large, these lists can be different from this method to another with little or no overlap. To determine the precision of each method and compare them, we selected top four ranked ads of each method and put them into a pool for each target page. Consequently, each pool will have no more than 36 ad messages. We then selected from these pools the most relevant ads and excluded irrelevant ones. On average, each Web page will be matched with 6.9 ads eventually. To calculate the precision of each method, we used 11-point average score \cite{29}, a metric often used for ranking evaluation in IR.

\subsection{Results and Analysis}

We used the method AD_KW as a baseline for our experiments which uses hidden topics. We examined the
contribution of hidden topics using different estimated models: the model of 60, 120, and 200 topics. As illustrated in Fig. 15 and Table 6, using hidden topics significantly improves the performance of the whole framework. Fig. 15 shows seven precision-recall curves of seven experiments in which the most inner line is the baseline and all the others are with hidden topics. From these curves, we can see the extent to which hidden topics can improve matching and ranking accuracy, and how the parameter values (i.e., number of topics and scale value) affect the performance. From Table 6, we can see hidden topics help increase the precision on average from 66 to 73 percent and reduces almost 21 percent error (HT200_20).

For the overall methods, we also calculated the number of corrected ads found in the first, second, and third position of the rank lists proposed by each strategy (#1, #2, #3 in Table 6). Because in contextual advertising, normally, we only consider some first ranked ads, we want to examine the precision of these top slots. It also reflects that the precision of our hidden-topic methods is higher than that of the baseline matching method. Moreover, the precision at position 1 (#1) is generally higher than that of positions 2 and 3 (#2 and #3). If the system ranks the relevant ads near the top of the ranking list, it is possible that the system can suggest most appropriate ads for the corresponding page. It, therefore, shows the effectiveness of the ranking system.

Impedance Coupling method is another solution to match Web pages and ads by expanding the text of the Web page, which is similar to the Hidden Topic idea in reducing vocabulary impedance. To compare with this method, we use the same Web pages in universal data set to extract additional terms. As shown in Fig. 16, the accuracy of AAK_EXP method is almost the same as HT60 method but less than HT120 and HT200 method (Table 6). However, one limitation of the Impedance Coupling method is time-consuming. Using the same number of Web pages in universal data set, for each target page, the system has to compute the similarity of the target page with each document in the data set to find the relation with k most similar pages. After that, for every terms in this set, the probability that this term is good for enriching the target page is calculated to find the set of best terms r. This process takes a considerable computational time while the number of Web pages and ads in real application is very large. For Hidden Topic method, although estimating the universal data set would take a long time, once it is estimated, the model can be used for topic inference for Web pages and ads. This process is very fast and only takes several seconds to do topic inference for thousands of short documents. This is
the main advantage of Hidden Topic method in comparison with Impedance Coupling.

Finally, we also quantified the effect of the number of topics and its added amount to each Web page and ad by testing with different topic models and adjusting the scale values. As indicated in Table 6, the performance of 120 and 200-topic models yields a better result than 60-topic model. However, there is no considerable change between 120-topic and 200-topic models, also in the quantities of added topics to each page and ad. It can, therefore, conclude that the number of topics should be large enough to discriminate the difference of terms to better analyze topics for Web pages and ads. However, when the number of topics is large enough, the performance of the overall system becomes more stable.

The framework has shown its efficiency through a variety of experiments against the basic method using syntactic information only and the method adding terms from additional Web pages. In practice, the results record an error reduction of 21 percent in the method using 200-topic model over the normal matching strategy without hidden topics. This indicates that this high quality contextual advertising framework is easy to implement and practical in reality.

9 CONCLUSIONS

We have presented a general framework to build classification and matching/ranking models for short and sparse text/Web data by taking advantage of hidden topics from large-scale external data collections. The framework mainly focuses on several major problems we might have when processing such kind of data: data sparseness and synonym/homonym problems. Our approach provides a way to make sparse documents more related and topic-focused by performing topic inference for them with a rich source of global information about words/terms and concepts/topics coming from universal data sets. The integration of hidden topics helps uncover and highlight underlying themes of the short and sparse documents, helping us overcome difficulties like synonyms, hyponyms, vocabulary mismatch, noisy words for better classification, clustering, matching, and ranking. In addition to sparseness and ambiguity reduction, a classifier or matcher built on top of this framework can handle future data better as it inherits a lot of unknown words from the universal data set. Also, the framework is general and flexible to be applied to different languages and application domains. We have carried out two careful experiments for two evaluation tasks and they have empirically shown how our framework can overcome data sparseness and ambiguity in order to enhance classification, matching, and ranking performance.

The future studies will be focusing on improving the framework in a number of ways: how to estimate and adjust the number of hidden topics automatically; find more sophisticated data and applications; pay more attention to the consistency between the universal data set and the data we need to work with; and incorporate keyword bid information into ad ranking to achieve a full solution to matching and ranking for online contextual advertising.
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